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Abstract— Navigating safely and efficiently in dense and
heterogeneous traffic scenarios is challenging for autonomous
vehicles (AVs) due to their inability to infer the behaviors
or intentions of nearby drivers. In this work, we introduce
a distributed multi-agent reinforcement learning (MARL) al-
gorithm that can predict trajectories and intents in dense and
heterogeneous traffic scenarios. Our approach for intent-aware
planning, iplan, allows agents to infer nearby drivers’ intents
solely from their local observations. We model two distinct
incentives for agents’ strategies: Behavioral Incentive for high-
level decision-making based on their driving behavior or per-
sonality and Instant Incentive for motion planning for collision
avoidance based on the current traffic state. Our approach
enables agents to infer their opponents’ behavior incentives and
integrate this inferred information into their decision-making
and motion-planning processes. We perform experiments on
two simulation environments, Non-Cooperative Navigation and
Heterogeneous Highway. Results show that iplan has a better
performance than baselines in both environments in terms of
episode rewards and navigation metrics. We open source our
code at https://github.com/wuxiyang1996/iPLAN.

I. INTRODUCTION
In this work, we consider the task of trajectory planning

for autonomous vehicles in dense and heterogeneous traffic.
This complexity arises from both the vehicle density and
driving style diversity, vehicle dynamics, and types, ranging
from motorcycles to trucks [3]. The key challenge to efficient
trajectory planning in such environments is to infer the
behavior of these heterogeneous agents [5]. Therefore, many
solutions perform trajectory planning by jointly predicting
the agents’ future trajectories along with their intent [7].

Trajectory prediction predicts future states like spatial
coordinates and heading angles of an agent, possibly in-
corporating velocity [18]. Intent prediction, in autonomous
driving, focuses on inferring neighbors’ behavior using local
information [23] or categorizes inferred behaviors into types
like aggressive and conservative [6], [5]. While various
methods for joint trajectory and intent prediction exist [27],
[4], [7], [23], most are tested on datasets [14], [2] that lack
driver behavior variation [7]. Consequently, they falter in
predicting diverse agent intentions in cluttered traffic [8].

Simulators like CARLA produce diverse agent behav-
iors [13], addressing dataset shortcomings. Though many
prediction methods work with such simulators [25], [18],
they often store data offline, undermining the simulator’s
purpose [26]. Contrarily, simulators can model agent inter-
actions through multi-agent reinforcement learning (MARL),
where the learning algorithm can engage with the simulation
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environment. MARL has demonstrated remarkable success
in many different multi-agent domains such as Go [29],
Dota2 [1], and StarCraft [34]. However, their applicability
to autonomous driving has been relatively sparse [17].

Recent advances in MARL for autonomous driving
emerged with the Highway-Env [19] environment proposed
in the author’s doctoral thesis [20]. Since then, some deep
MARL techniques have been developed [37], [9] for tra-
jectory planning, but they do not accommodate diverse
traffic and assume agents can share information with each
other. Currently, no decentralized MARL approach exists for
predicting both intent and trajectory in mixed traffic.

Main Contributions: In this paper, we propose a new
intent-aware trajectory planning algorithm for autonomous
driving in dense and heterogeneous traffic environments. We
cast the autonomous driving problem as a hidden parameter
partially observable stochastic game (HiP-POSG) [12], [30]
and solve it using a DTDE MARL framework, called iplan,
built around a joint intent and trajectory prediction encoder-
decoder architecture. Given the current traffic conditions and
historical observations, iplan computes the optimal multi-
agent policy for each agent in the environment, relying solely
on local observations without weight-sharing or communi-
cation. We perform experiments on two simulation environ-
ments, Non-Cooperative Navigation [21] and Heterogeneous
Highway [19]. Results show that iplan outperforms both
centralized training decentralized execution (CTDE) MARL
baselines like QMIX and MAPPO and DTDE baseline IPPO
in terms of episodic reward and navigation metrics.

II. PROBLEM FORMULATION
Problem Setting and Assumptions: We consider a multi-

agent scenario with 𝑁 ≥ 2 non-cooperative agents [22], i.e.,
agents are controlled by individual policies that maximize
their own reward without weight sharing or communication. In
each episode, agents interact and gain experience, not relying
on prior knowledge about specific agents from past episodes.
Agents’ strategies remain the same within one episode, though
strategies may evolve between episodes. We assume that
all agents are driven by motivations behind their actions.
These motivations can arise from instantaneous reactions to
environmental changes or more enduring preferences. These
motivations, termed incentives, are not explicitly known to
other agents but can be inferred by observing their strategies.
In this work, we explicitly model these private incentives with
hidden parameters representing latent states. Therefore, we
formulate this problem as a multi-agent hidden parameter
partially observable stochastic game [16], or HiP-POSG1.

Task and objective: We consider the tuple〈
𝑁,S, {A𝑖}𝑁𝑖=1 , {O𝑖}𝑁𝑖=1, {Ω𝑖}𝑁𝑖=1, {Z𝑖}𝑁𝑖=1, { 𝑓𝑖}

𝑁
𝑖=1,T , {𝑟𝑖}𝑁𝑖=1, 𝛾

〉
(1)

1an extension of the HiP-POMDP [12], [30]

https://arxiv.org/pdf/2306.06236.pdf
https://github.com/wuxiyang1996/iPLAN


Fig. 1: Intent-aware planning in heterogeneous traffic: At time 𝑡, solid colors depict current vehicle states: ego vehicles 𝑖 (yellow), aggressive
(red), conservative (green), and neutral (blue). Dotted colors indicate future states. At time step 𝑡, the ego-agent observes nearby vehicles
and infers their behavioral and instant incentives. The behavioral incentive inference (red block) uses agent 𝑖’s historical observations h𝑡

𝑖
(stacked gray boxes of current observations, o𝑡

𝑖
) to infer their behavioral incentives and predict future state sequences with behavioral incentive

inferences. The instant incentive inference (blue block) uses agent 𝑖’s current observations o𝑡
𝑖

(single gray box) and inferred behavioral
incentives �̂�

𝑡
𝑖 (single red box) to infer other vehicles’ instant incentives �̂� 𝑡𝑖 for trajectory prediction. Agent 𝑖’s controller (yellow block) selects

its action 𝑎𝑡
𝑖

with its current observations o𝑡
𝑖

(gray) and its inference of others’ behavioral incentives �̂�
𝑡
𝑖 (red) and instant incentives �̂� 𝑡𝑖 (blue).

where 𝑁 is the number of agents. S is the set of states. A𝑖 is
the set of actions for agent 𝑖. O𝑖 is the observation set of agent
𝑖 of the global state 𝑆 ∈ S, generated by agent 𝑖’s observation
function Ω𝑖 : S→O𝑖 . In our problem, agent 𝑖’s observation o𝑡

𝑖
at time 𝑡 could be further specified as o𝑡

𝑖
= {𝑜𝑡

𝑖, 𝑗
} 𝑗∈N𝑖

, whereN𝑖

refers to the set of agents 𝑗 in the neighborhood of 𝑖. The bold o𝑡
𝑖

denotes the set of agent 𝑖’s observation of its neighbors at time
𝑡. We denote the sequence of agent 𝑖’s historical observations
𝑜𝑖, 𝑗 of opponent 𝑗 up to time 𝑡 as ℎ𝑡

𝑖, 𝑗
= {𝑜𝑘

𝑖, 𝑗
}𝑡
𝑘=1. The bold h𝑡

𝑖 =

{o𝑘
𝑖
}𝑡
𝑘=1 denotes agent 𝑖’s observation history of its neighbors.

Here, we indicate that agent 𝑖’s observation history of agent
𝑗 only consists of its observation of agent 𝑗’s states, while
agent 𝑗’s actions and rewards are unobservable information
by others. Z𝑖 denotes the latent state space that represents the
incentive of agent 𝑖’s strategy. 𝑓𝑖 : O1

𝑖
×O2

𝑖
× . . .×O𝑡

𝑖
×Z 𝑗 →

Z 𝑗 is agent 𝑖’s incentive inference function that makes an
estimation 𝑧𝑖, 𝑗 of its opponent 𝑗’s actual incentive 𝑧 𝑗 from its
observation history of opponent ℎ𝑡

𝑖, 𝑗
up to time 𝑡 and its past

estimation of 𝑧 𝑗 . Here, we assume agent 𝑖’s estimations of agent
𝑗’s incentive 𝑧𝑖, 𝑗 belongs to the same latent state space Z 𝑗 as
agent 𝑗’s actual incentive 𝑧 𝑗 . T : S×A1 ×A2 × . . .×A𝑁 →
Δ(S) is the (stochastic) transition matrix between global states.
𝑟𝑖 : S ×A1 ×A2 × . . .×A𝑁 → R is the reward function for
agent 𝑖. 𝛾 is the reward discount factor. Agent 𝑖 decides its
action 𝑎𝑖 ∈ A𝑖 with policy 𝜋𝑖 : O𝑡

1×O𝑡
2× . . .×O𝑡

𝑁
×Z1×Z2×

. . .×Z𝑁 → Δ(A𝑖) with its observations o𝑡
𝑖
, own incentive 𝑧𝑖 ,

and estimated opponents’ incentives 𝑧𝑡
𝑖, 𝑗

at time 𝑡.
The objective of agent 𝑖 is to find the optimal policy

𝜋∗
𝑖
, maximizing its 𝛾-discounted cumulative rewards over an

episode of length 𝑇 . The objective equation is given by

𝜋∗𝑖 = argmax
𝜋𝑖
E𝜋𝑖

[
𝑇∑︁
𝑡=1

𝛾𝑡𝑟𝑖

(
𝑠𝑡 ,

{
𝑎𝑡𝑖
}𝑁
𝑖=1

)]
(2)

where 𝑟𝑖 is the reward function of agent 𝑖.
Incentive Latent Representation. In this work, we assume

that agents’ actions are motivated by (𝑖) long-term planning
tied to an agent’s driving behavior or personality and (𝑖𝑖) short-

term collision avoidance related to the current traffic state.
To this end, we decouple agent 𝑖’s incentive 𝑧𝑖 into a vector
𝑧𝑖 = {𝛽𝑖 , Z𝑖}. Our formulation is related to the task and motion
planning literature [15] where the behavior incentive follows a
high-level decision-making strategy that sets planning sub-
goals whereas the instant incentive refers to the low-level
motion planning that executes the sub-goals. The behavior
incentive biases the motion forecasting in a behavior-aware
manner to be better suited for heterogeneous traffic.

Behavioral Incentive 𝛽𝑖 models drivers’ driving styles
which are deeply rooted in their personalities [10]. Given the
observations for the previous few seconds, behavior incentive
performs high-level decision-making and plans actions, or sub-
goals, and asks, “What’s the most likely action of this driver
to take next?”. The answer is encoded via 𝛽𝑡

𝑖
. This tells an

agent whether it should speed up in empty traffic or slow down
in dense traffic. It also is able to recognize conservative drivers
and the possible need to overtake. Therefore, this incentive is
able to reason between aggressive and conservative drivers.

Instant Incentive Z𝑖 signifies drivers’ instantaneous re-
sponses to proximate traffic, taking into account the positions
and speeds of neighboring vehicles. Instant incentive then asks,
”How should I execute this sub-goal/high-level action/plan
using my controller so that I’m safe and still on track towards
my goal?”. Instant incentive measures classical efficiency met-
rics defined in robotics literature such as collision avoidance
(safety), distance from goal, and smoothness.

III. METHODOLOGY
We demonstrate the overall architecture of our proposed

framework in Figure 1. Agents interact with the environment
with continuous state space S. Here, we denote that an agent’s
state includes its ID, current position, and current velocity.
An agent’s observation includes the states of its neighbors
within its observation scope. An agent 𝑖 records its historical
observations of its opponents’ states for incentive inference.
With historical observations ℎ𝑡

𝑖, 𝑗
, and intermediate observa-

tions o𝑡
𝑖
, agent 𝑖 estimates opponent 𝑗’s behavioral incentive



𝛽 𝑗 and instant incentive Z 𝑗 . The controller of agent 𝑖 decides
action 𝑎𝑡

𝑖
based on its local observation o𝑡

𝑖
, ego, and opponents’

estimated behavioral incentives �̂�
𝑡

𝑖 , and instant incentives �̂�
𝑡

𝑖 .
The action space A of the environment is discrete and consists
of the following high-level actions: {lane left, idle, lane right,
faster, slower} in our Heterogeneous Highway environment, or
{idle, up, down, left, right} in our Non-cooperative Navigation
environment (details in Section IV), while a low-level motion
controller (e.g., IDM model [32]) converts the high-level
actions into a sequence of 𝑥, 𝑦 coordinates.

A. Behavioral Incentive Inference
The behavioral incentive inference module intends to es-

timate opponents’ behavioral incentives by generating latent
representations from their historical states. At time step 𝑡, agent
𝑖 queries a fixed-length sequence of historical observations ℎ𝑡

𝑖 𝑗

from the previous 𝑡ℎ steps for opponent 𝑗 from its observation
history profile as the input of the behavioral incentive inference
module. We introduce an encoder E𝑖 to update opponents’
behavioral incentive estimation and a decoder D𝑖 to predict
opponents’ state sequences in the next 𝑡ℎ steps with current
historical observations and behavioral incentive estimation. In
practice, we parameterize encoder E𝑖 with \E𝑖

, and decoder D𝑖

with \D𝑖
. Hence, the encoder E𝑖 approximates the behavioral

incentive inference function 𝛽𝑡
𝑖, 𝑗

∼ 𝑓𝛽 (·|ℎ𝑡𝑖, 𝑗 , 𝛽𝑡−1
𝑖, 𝑗

).
To capture the sequential nature within opponents’ state

observation sequences, the encoder E𝑖 employs a recurrent
network that processes ℎ𝑡

𝑖 𝑗
as a time series. This produces a new

estimate of the behavioral incentive of opponent 𝑗 . According
to [31], we interpret the behavioral incentive inference for
opponents as a smooth converging process toward the ground-
truth Starting with an initial neutral estimation of opponents’
behavioral latent states, agents propose new estimates for
opponents’ behavioral incentives at each time step. However,
they employ a gentle update strategy, using an additional
coefficient [, to refine the behavioral incentive estimates.

𝛽𝑡𝑖, 𝑗 = [E𝑖 (ℎ𝑡𝑖, 𝑗 , 𝛽𝑡−1
𝑖, 𝑗 ) + (1−[)𝛽𝑡−1

𝑖, 𝑗 . (3)

The decoder D𝑖 uses another recurrent network that con-
catenates agent 𝑖’s historical observations ℎ𝑡

𝑖 𝑗
of opponent 𝑗

with its current behavioral incentive estimation 𝛽𝑡
𝑖 𝑗

. The output
is the predicted state sequence ℎ̂

𝑡+𝑡ℎ
𝑖, 𝑗

of opponent 𝑗 from 𝑡

to 𝑡 + 𝑡ℎ. We train our encoder and decoder with behavioral
incentive inference loss J𝛽𝑖 , given by an average L1-norm error
between the predicted state sequence ℎ̂𝑡+𝑡ℎ

𝑖, 𝑗
=D𝑖 (ℎ𝑡𝑖, 𝑗 , 𝛽𝑡𝑖, 𝑗 ) and

the ground truth ℎ
𝑡+𝑡ℎ
𝑖, 𝑗

.

J𝛽𝑖 = min
E𝑖 ,D𝑖

1
𝑁𝑡ℎ

𝑁∑︁
𝑗=1

D𝑖 (ℎ𝑡𝑖, 𝑗 , 𝛽𝑡𝑖, 𝑗 ) − ℎ
𝑡+𝑡ℎ
𝑖, 𝑗


1
. (4)

B. Instant Incentive Inference for Trajectory Prediction
The instant incentive inference module intends to estimate

opponents’ instant incentives from current observations of
surrounding agents and their behaviors, aiding trajectory
prediction. Like the behavioral incentive inference, another
encoder-decoder structure is employed with encoder 𝜙𝑖 pa-
rameterized by \𝜙𝑖

and decoder 𝜓𝑖 parameterized by \𝜓𝑖
.

The encoder 𝜙𝑖 approximates the instant incentive inference
function Ẑ 𝑡

𝑖, 𝑗
∼ 𝑓𝑖,Z (·|𝑜𝑡𝑖, 𝑗 , 𝛽𝑡𝑖, 𝑗 , Ẑ 𝑡−1

𝑖, 𝑗
) from agent 𝑖’s current

observations o𝑡
𝑖

of agent 𝑖, current behavioral incentive

estimations �̂�
𝑡

𝑖 , and prior instant incentive estimations �̂�
𝑡−1
𝑖 .

The instant latent state encoder 𝜙𝑖 uses a sequential structure
with two networks: a Graph Attention Network (GAT) [33]
to extract the spatial relation from instantaneous interactions
among agents and a recurrent neural network (RNN) to extract
the temporal information from interaction history. The output
hidden state of this RNN �̂�

𝑡

𝑖 is the updated instant incentive
estimation over all opponents of agent 𝑖.

The decoder 𝜓𝑖 predicts all opponents’ trajectories over a
fixed length 𝑡𝑝 from instant incentive estimations �̂�

𝑡

𝑖 . We use
another RNN that takes agent 𝑖’s current observation o𝑡

𝑖
as

the input and its current instant incentive estimation �̂�
𝑡

𝑖 as the
hidden state. This RNN repeatedly predicts opponent states,
forming a sequence {ô𝑡+𝑘𝑖 }𝑡𝑝

𝑘=1 ∼ 𝜓𝑖 (o𝑡𝑖 , �̂�
𝑡

𝑖 ) that denotes the
trajectory for agent 𝑖’s opponents from 𝑡 +1 to 𝑡 + 𝑡𝑝 . Encoder
and decoder training is guided by instant incentive inference
loss JZ𝑖 , given by an average L1-norm error between predicted
trajectories {ô𝑡+𝑘𝑖 }𝑡𝑝

𝑘=1 and ground truth trajectories {o𝑡+𝑘
𝑖

}𝑡𝑝
𝑘=1.

JZ𝑖 = min
𝜙𝑖 ,𝜓𝑖

1
𝑁𝑡𝑝

𝑁∑︁
𝑗=1

𝑡𝑝−1∑︁
𝑘=0

𝜓𝑖 (o𝑡𝑖 , 𝜙𝑖 (o𝑡𝑖 , �̂�
𝑡

𝑖 , �̂�
𝑡−1
𝑖 )) −o𝑡+𝑘+1

𝑖


1

(5)

C. Implementation
For each environmental step 𝑡 in the execution, agent 𝑖

gathers its current and historical observations o𝑡
𝑖

and 𝒉𝑡𝑖 ,
and uses this information to infer their opponents’ behavioral
incentives 𝜷𝑡

𝑖 and instant incentives 𝜻 𝑡𝑖 . After that, agent 𝑖’s
policy 𝜋𝑖 selects action 𝑎𝑡

𝑖
∼ 𝜋(·|o𝑡

𝑖
, �̂�

𝑡

𝑖 , �̂�
𝑡

𝑖 ). The backbone
algorithm for each agent’s controller is PPO [28], which
includes a policy network 𝜋𝑖 and a critic network 𝑄𝑖 . For
each gradient step in training, agent 𝑖 updates its policy
𝜋𝑖 and critic 𝑄𝑖 with sampled trajectories, computes the
behavioral incentive inference loss J𝛽𝑖 to update its behavioral
incentive inference encoder \E𝑖

and decoder \D𝑖
with J𝛽𝑖 , and

uses instant incentive inference loss JZ𝑖 to update its instant
incentive inference encoder \𝜙𝑖

and decoder \𝜓𝑖
.

IV. Empirical Results and Discussion
We perform experiments over two non-cooperative environ-

ments, Non-Cooperative Navigation [21] and Heterogeneous
Highway [19]. Experiments are designed from two perspec-
tives. The first is to compare our approach’s performance with
other CTDE and DTDE MARL approaches in non-cooperative
environments. In this paper, we compare our method with two
CTDE MARL baselines, QMIX [24] and MAPPO [36], and
one DTDE MARL baseline, IPPO [11]. The other perspective
is to show the necessity of instant and behavioral incentive
inference, especially under highly heterogeneous scenarios.
We further design two scenarios with different heterogeneity
levels in both environments and perform ablation studies
over two variants of our method, including iplan-BM a
vanilla IPPO controller without the instant incentive inference
module, and iplan-GAT, a vanilla IPPO controller without
behavioral incentive inference module. More details about
environments and experiment results could be found in [35].

A. Experiment Results
Figure 2a compares episodic rewards in easy and hard sce-

narios. iplan outperforms other methods with low deviation.
Two CTDE baselines, QMIX and MAPPO, perform poorly



(a) Non-Cooperative Navigation: with 3 agents in the (left) easy and (right)
hard scenarios. 50 steps/episode.

(b) Heterogeneous Highway: with 5 agents in (left) mild and (right) chaotic
scenarios. 90 steps/episode.

Fig. 2: Comparison of average episodic reward in the Non-Cooperative Navigation and Heterogeneous Highway environments. Conclusion:
iplan (orange) outperforms CTDE approaches like QMIX (blue) and MAPPO (brown), as well as DTDE approaches, like IPPO (green) in
both environments.

Approach Avg. Speed
(𝑚/𝑠)

Avg. Survival Time
(# Time Steps) ↑

Success Rate
(%) ↑

M
ild

QMIX [24] 21.24±0.09 75.98±3.67 67.50±6.34
MAPPO [36] 27.85±0.40 48.94±3.11 32.81±5.22

IPPO [11] 22.63±0.17 66.13±4.13 49.06±7.35
iplan-GAT 22.05±0.11 75.54±3.61 68.44±6.64
iplan-BM 22.61±0.16 64.11±4.28 45.63±6.33

iplan 22.91±0.15 70.56±3.81 68.44±5.86

C
ha

ot
ic

QMIX [24] 27.06±0.47 39.38±2.64 19.69±3.72
MAPPO [36] 29.46±0.05 42.31±2.43 16.25±3.76

IPPO [11] 22.28±0.13 67.01±3.64 42.50±7.12
iplan-GAT 20.91±0.13 71.24±3.83 61.88±6.41
iplan-BM 21.65±0.28 63.20±3.51 35.31±5.66

iplan 21.61±0.16 76.20±3.33 67.81±5.91

TABLE I: Navigation metrics in Heterogeneous Highway: Metrics
are averaged over 64 episodes with 0.95 confidence. iplan outper-
forms all other approaches in its highest success rate and survival
time, though it tends to be conservative in its average speed.

with negative episodic rewards in both scenarios. In Non-
Cooperative Navigation, agents are attracted to the closest
landmark at each time step, allowing multiple agents to target
the same landmark simultaneously. The lack of consensus
in destination assignment favors DTDE MARL approaches
and inference modules, which contributes to their better
performance over CTDE MARL approaches.

Figure 2b compares episodic rewards in the mild and chaotic
traffic scenarios of the Heterogeneous Highway. iplan leads
in episodic rewards for both traffic scenarios. In mild traffic,
iplan-GAT, iplan-BM, and IPPO are comparable, but iplan-
GAT lags in chaotic scenarios. CTDE MARL baselines fare
worse than DTDE MARL in chaotic traffic, with QMIX
notably declining from its mild performance. Beyond episodic
reward curves, we also assess methods on navigation metrics:
Episodic Average Speed: encouraging speeds between 20 and
30 𝑚/𝑠, Average Survival Time: indicating agents’ ability
of collision avoidance. Success Rate: measuring the ratio of
collision-free vehicles at the episode’s end.

Table I shows navigation metrics for mild and chaotic
traffic. High speed (closer to 30) correlates with low survival
time and success rate due to collision risks from aggressive
policies. iplan and iplan-GAT opt for slower speeds (closer to
20), prioritizing safety and reward. Instant incentive inference
improves episodic reward and success rates, especially in
chaotic traffic. iplan is conservative, showing consistent
success rates but faster speeds in mild traffic. Comparatively,

iplan generally drives faster iplan-GAT. iplan-GAT has a
longer survival time in mild traffic, but the opposite in chaotic
traffic. QMIX performs well in mild traffic but poorly in
chaotic traffic (success rate < 20%) due to environmental
heterogeneity effect on its credit assignment.

B. Discussion
Centralized versus Decentralized Training Regime. In this
work, we operated in the decentralized training regime, based
on the assumption that agents should learn navigation policies
in a DTDE manner without centralization in training. Empiri-
cally, we find that CTDE MARL approaches perform worse as
the environmental heterogeneity increases due to the absence
of consensus among agents in heterogeneous environments.
On the other hand, the awareness of opponents’ strategies
becomes more important in agents’ decision-making when
the environment is heterogeneous, especially the awareness
of agents’ instant reactions to surroundings. This need for
increased awareness makes intent-aware distributed MARL
algorithms perform better in these environments.
Decoupled Incentive Inference. Individually, the incentives
yield some benefit over a baseline controller. For example,
we find that both the behavior and instant incentive inference
modules individually help to achieve a higher reward, espe-
cially in more heterogeneous environments (See Figure 2).
However, our system works best when both incentives are
jointly activated, for example in Table I, we find that the success
rate drops significantly for iplan-GAT, compared to iplan
(61.88% versus 67.81%). This clearly indicates autonomous
vehicles need the behavior incentive module to survive in the
more heterogeneous chaotic traffic scenario.

V. CONCLUSIONS
This paper presents a novel intent-aware distributed multi-

agent reinforcement learning algorithm for navigation in
heterogeneous traffic. We model two incentives for agents:
behavioral and instant. Our method enables agents to deduce
opponents’ behavioral incentives, integrating this knowledge
into decisions and motion planning. Results show that our
approach shows a better performance in episodic reward curves
and navigation metrics than baselines in the Non-Cooperative
Navigation and Heterogeneous Highway. Future work will
evaluate our algorithm under tougher traffic scenarios with
varied weather and diverse driving behaviors.
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